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Abstract  
 
Our aim is to develop a robust quantitative heuristic tool using multimodal/multi-view deep learning 
approaches to identify behavioral transformations during lifetime. Our project leverages computational 
models to analyze and synthesize multimodal data sources, encompassing multi-view recordings of 
natural behavior (top and side views), 3D-imaging, 2D-tracking, ultrasonic vocalization, neuronal 3D 
structures, wireless EEG, and ex-vivo electrophysiology in both sexes in neurotypical and 
developmental models of psychiatric disorder (e.g., autism, perinatal stress). This project will unveil 
concealed patterns and relationships within these datasets, providing a comprehensive understanding 
of the interplay between genetics, behavior, and cellular physiology. The integration of longitudinal 
studies and sex difference with deep learning approaches is poised to expose hidden patterns and 
illuminate the dynamic nature of individual and group behaviors. 
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Objectives  
The main objectives are to 1/ develop unsupervised multi-view approach discovering behavior profiles 
according to sex and pathology 2/ uncover hidden relationships within datasets to understand sex-
specific behavioral transformations over time and identify common patterns between behavior profiles 
3/ develop a quantitative heuristic tool using multimodal deep learning to predict altered brain areas 
and/or neuronal circuits and 4/ to transfer methodologies to advance interdisciplinary research. 
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Proposed approach (experimental / theoretical / computational)  
 
Experimental: We will generate and combine multiple day’s continuous multi-view video recording of 
freely interacting mice, datasets from combined 3D imaging and 2D-position tracking (i.e., Live Mouse 
Tracker), bioacoustic identification of ultrasonic communications (i.e., DeepSqueak), wireless EEG data 
and ex-vivo synaptic/cellular properties and biochemical markers. All data are collected according to a 
specific time stamp (see figure 1).  
Computational: Based on multimodal (multi-view) data, we will develop novel unsupervised 
probabilistic multi-view approach to model the behavior of profiles of mouses with different 
pathologies. Based on data mining approaches we will explore common profiles characteristics. We will 
develop a multimodal deep learning approach and the discovered profiles predicting ex-vivo synaptic 
alterations in identifed brain areas based on behavior profiles. 
 
 

 

Interdisciplinarity  
This project is on the forefront of advancing (i) basic research by seeking fundamental knowledge in 
neurosciences and neurodevelopmental brain disorders, and (ii) utilizing modern multiview and 
multimodal deep learning methods. It distinctly surpasses the current state-of-the-art in these 
research domains. Leveraging its multidisciplinary nature and heuristic approach, the anticipated 
outcomes are poised to produce (i) a comprehensive set of experimentally derived data with an 
interdisciplinary character and (ii) a robust quantitative heuristic tool applicable to the broader 
neuroscience community. These findings are expected to significantly impact the understanding of 
fundamental brain functions, with potential implications for healthcare and the broader public 
domain. 

 
 
 

PhD student’s expected profile 
 
Robust theoretical background in computation, deep-learning and big data. 
Strong attraction for / background in neurosciences. 
Strong collaborative and positive team spirit. 
Good sense of humor.
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Is this project the continuation of an existing project or an entirely new one? 
 
This is an entirely new project building up onto the previous discoveries of both supervisors’ 
laboratories. 
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Project’s illustrating image 

 
Figure 1: Objectives of proposed Multimodal-based approaches. 

 
 


